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Abstract. By using the forecast method, we use an numerical method to solve the fractional order 
differential equation with the help of predictive-improved algorithm. We take a function as an 
example and translate five steps to show the complex algorithm. Especially the complex coefficient 
is calculate step by step and we found that the fractional order algorithm is a kind of iteration but it 
is more complex than the Eular method, so the integer order can also use fractional order method to 
do the simulation. 

Introduction 
The complex definition of fractional calculus makes the analytical solution of fractional differential 
equation more difficult and inconvenient to use, so the numerical solution with substitutability 
flourishes [1-7]. Fractional calculus operator approximation, as the basis of numerical calculation of 
fractional order systems, has developed a series of related methods, which greatly promotes the 
development of fractional order system control research [8-13]. Among these algorithms, "z" 
domain approximation algorithms mainly include A1-Alouni method and short memory principle, 
while "s" domain approximation algorithms mainly include Carlson method and continued fraction 
expansion method [14-21]. Because the initial value of fractional derivative defined by Caputo has 
clear physical meaning, the fractional derivative of Caputo is widely used in engineering. At present, 
the commonly used method for solving fractional differential equations is predictive-improved 
algorithm, which was proposed by Diethem in 2002. In this paper, simulation case study is carried 
out with the tool of MATLAB software M language. 

Improved Fractional Order Differential Simulation Method with Forecast 
According to the fractional definition, a fractional system can be described as 

),( xtf
dt

xd
q

q

=                                                          (1) 

And its Volter equation can be written as 
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Where ( ) ( )
0(0)k kx x= ， 1,,1,0 −= mk  ， ),1( mmq −∈ .  

According to the forecast method, we set simulation step as 
NTh /= , nhtn = ， Nn ,,2,1,0 =  

Then 
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Where 
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And  
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Its coefficient can be written as 
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Example Analysis 

Choose t
dt

xd sin2/1

2/1

= as an example and set initial value as 1)0(0 =x and choose 1=m , then it can 

be written as 
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Choose simulation time as T=5s and set sNTh 0.001/ == Then  
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state x . 
And we set Nn ,,2,1,0 = , then 
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If 0=n , then 
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Where 1)0()0()(,0 0
00 ==== xxtxt hh  

And according to  
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According to  
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Then if 1=n , 
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Where ht *11 = , and according to 
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And through above several step of discussion, we found that the predictive method is also a kind 
of iteration and we should always calculate the forecast value of system state first to solve the final 
value of fractional order system state. 

Conclusion 
The above research is mainly aimed at the algorithm of prediction revision, and the 0.5 order 
differential of sinusoidal function is used for case analysis. Especially, two kinds of coefficients of 
forecasting revision are analyzed in detail. Through theoretical analysis, it can be seen that the 
fractional order algorithm is essentially an iterative algorithm, and the above two kinds of 
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coefficients are constant in 1 annex, and the results of Gama function are constant, which are 
similar to Euler method and Runge-Kutta method, but the simulation algorithm is more complex, so 
it is easier to lead to system divergence.  
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